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Naive reasoners reject logically valid conclusions from conditional rules if they can think of exceptions in
which the antecedent is true, but the consequent is not. However, when reasoning with legal condi-
tionals (e.g., “If a person kills another human, then this person should be punished for manslaughter”)
people hardly consider exceptions but evaluate conclusions depending on their own sense of justice. We
show that participants’ reluctance to consider exceptions in legal reasoning depends on the modal auxili-
ary used. In two experiments we phrased legal conditionals either with the modal “should” (i.e.,
“. .. then this person should be punished”), or with “will” (i.e., . . . then this person will be punished”)
and presented them as modus ponens or modus tollens inferences. Participants had to decide whether
the offender should or will be punished (modus ponens) or whether the offender indeed committed the
offence (modus tollens). For modus ponens inferences phrased with “should” we replicate previous find-
ings showing that participants select conclusions on the basis of their own sense of justice (Experiments
1 and 2). Yet, when the legal conditional is phrased with the modal “will” this effect is attenuated
(Experiments 1 and 2), and exceptions are considered (Experiment 1). The modal auxiliary did not

affect modus tollens inferences.

Keywords: Conditionals; Reasoning; Modals; Legal reasoning.

If the sun shines (p), Jack puts sunscreen on his face. (¢)
The sun shines. (p)
Does Jack put sunscreen on his face? (¢2)

What would you infer? According to classical logic
the correct answer is “yes”. This inference is called
modus ponens (MP) and states that if the antece-
dent p is true, then the consequent ¢ necessarily
follows. Only the syntactic structure of the con-
ditional rule matters, irrespective of its content.

However, when participants are confronted with
such inference tasks, they often do not rely on clas-
sical logic (Bonnefon & Vautier, 2010; Evans,
2002, 2012; Oaksford & Chater, 2009). Naive rea-
soners often activate their knowledge about the
content of the conditional and consider infor-
mation that is not explicitly given in the premises
(e.g., De Neys, Schacken, & d’Ydewalle 2003a,
2003b; Dieussaert, De Neys, & Schacken, 2005;
Evans & Over, 2004; Johnson-Laird & Byrne,
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2002; Oaksford & Chater, 1995, 2003, 2009). By
doing that, they start to think of exceptions: situ-
ations where even though the antecedent p of the
conditional is true, the consequent ¢ is not (e.g.,
Byrne, 1989; Cummins, Lubart, Alksnis, & Rist,
1991; De Neys et al. 2003a, 2003b; Dieussaert,
De Neys, & Schaeken, 2005; Johnson-Laird &
Byrne, 2002; Markowitz & Potvin, 2001;
Oaksford & Chater, 2001). The more frequently
they perceive exceptions to occur, the less likely
they think it is that ¢ follows from p, and hence
the less they accept a conclusion from a conditional
rule, although it is logically correct (Dieussaert,
Schaeken, and d’Ydewalle, 2002; Geiger &
Oberauer, 2007; Oaksford & Chater, 2001, 2003;
Weidenfeld, Oberauer, & Hoérnig, 2005; see also
Over & Evans, 2003). Many researchers working
on the “new paradigm” of cognitive psychology
(Evans, 2012) actually propose that conditionals
are understood probabilistically and that the prob-
ability of a conditional depends on the conditional
probability of ¢ given p (Baratgin, Over, &
Politzer, 2014; Elqayam & Over, 2013; Evans &
Over, 2004; Oaksford & Chater, 2010; see also
Edgington, 1995).

In our initial example, naive reasoners may thus
refuse to conclude “yes” if they can think of, for
example, Jack being inside his house or his bottle
of sunscreen being empty.

Exceptions may also affect other kinds of infer-
ences, like the modus tollens (MT) inference:

If the sun shines (p), Jack puts sunscreen on his face. ()
Jack doesn’t put sunscreen on his face (not-¢)

Does the sun shine (p?)

The logically correct answer to MT is “no”, since
according to classical logic the antecedent of a
conditional is sufficient but not necessary for the
consequent to occur. However, as in the prior
example, people may refuse to conclude “no” if
they are aware that cases exist where Jack does not
put sunscreen on his face although the sun is shining.

The effect of exceptions on reasoning is supported
by a vast range of experiments (e.g., Byrne, 1989;
Chan & Chua, 1994; Cummins, 1995; Cummins
et al, 1991; DeNeys et al, 2003a, 2003b;
Fernbach & Erb, 2013; Manktelow & Fairley,

MODALS IN LEGAL CONDITIONAL REASONING

2000; Pijnacker, Geurts, Lambalgen, Buitelaar, &
Hagoort, 2010; Politzer & Bourmaud, 2002; see
also Oaksford & Chater, 2001, 2003; Oaksford,
Chater, Larkin, 2000). However, it seems not to
apply to every kind of conditional. Contrary to
what is found in most of the literature, Gazzo
Castafieda and Knauft (2015) showed that people
have difficulties in accepting exceptions when con-
fronted with /legal conditionals such as “If a person
kills another human, then this person should be pun-
ished for manslaughter” and are asked to infer
whether the offender should be punished. In such
problems people typically refuse to accept legal
exceptions to rules (e.g., self-defence or lack of crim-
inal liability due to psychological disorders), in par-
ticular if the offence in the legal conditional is of
high moral outrage. Why so?

One reason might be the importance of punish-
ing offenders in our society. Research on social
justice shows that people experience negative feel-
ings of moral outrage when faced with offences,
resulting in a desire of punishment (Alter,
Kernochan, & Darley, 2007; Carlsmith & Darley,
2008; Carlsmith, Darley, & Robinson, 2002;
Darley, 2009; Darley & Pitmann, 2003; also see
E. Fehr & Gichter, 2002; Greene, Sommerville,
Nystrom, Darley, & Cohen, 2001; Haidt, 2001,
2007; Keller, Oswald, Stucki, & Gollwitzer, 2010).

Another reason—which we explore here—
might be that the modal auxiliary used in the
legal conditional can also motivate participants to
ignore the availability of exceptions. In the exper-
iments of Gazzo Castafieda and Knauff (2015),
legal conditionals were phrased with the modal
“should”, and not with “will” as it is the case in
most of the literature on conditional reasoning
(Kilpatrick, Manktelow, & Over, 2007). In legal
theory, modals such as “should” or “ought” stand
for the normative nature of legal rules (Bicker,
2009, 2010). However, when presented in a MP
inference, the modal “should” can have additional
implications, as can be seen in the following
example:

If a person kills another human, then this person should be pun-
ished for manslaughter.

A person killed another human.
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Should this person be punished for manslaughter?

The “should” in the conclusion can be understood
as asking for what should happen according to the
deontic principles of this rule (see deontic possibi-
lities; Johnson-Laird & Byrne, 2002; Quelhas &
Byrne, 2003), or, one step further, according to
the own deontic standards of the reasoner.
Participants might ignore exceptions because they
answer in line with what is correct according to
their own sense of justice. Over, Manktelow, and
Hadjichristidis (2004) already argued that for
deontic conditionals, the acceptance of conditional
rules does not depend on the perceived probability
of ¢ given p, as is the case for factual conditionals,
but instead on the preference of the different out-
comes such a rule can have. The more a reasoner
prefers the outcome “p and ¢” (in our case: commit-
ting an offence and being punished for that) over
“p and not ¢” (in our case: committing an offence
and not being punished for that), the more the
rule will be accepted. In the case of deontic legal con-
ditionals, we expect the preference of “p and ¢” over
“p and not ¢’ to be correlated with moral outrage:
The more morally outraged a reasoner is by the
offence in the legal conditional, the more she or he
will prefer the outcome “p and ¢” (i.e., offence and
punishment) over “p¢ and not ¢’ (ie., offence
and no punishment), and the more she or he will
conclude that the offender should be punished.
But what happens if instead of “should”, the
legal conditional is phrased with the modal “will”?
Consider the following example:
If a person kills another human, then this person will be
punished for manslaughter.
A person killed another human.
Will this person be punished for manslaughter?

Different from “should”, the modal “will” in the con-
clusion suggests that the inference is asking about
what happens in the real world—that is, what is fac-
tually the case (see factual possibilities, Johnson-
Laird & Byrne, 2002; Quelhas & Byrne, 2003).
Therefore, when thinking about what happens in
real world, the own sense of justice should lose
importance, and exceptions should gain importance.
The more frequently participants perceive exceptions
to occur for a given offence, the less they will think ¢

happens given p, and the less the rule will be
accepted. In this case, when asked whether an offen-
der will be punished, a reasoner might conclude that
the offender will not be punished even though the
offence is severe and morally outrageous.

The fact that different modals can have different
implications—either by their meaning per se or
by the context in which they are uttered—is
known from linguistics (e.g., Groefsema, 1995)
and has also received some psychological support
(e.g., Johnson-Laird, 1978). Bell and Johnson-
Laird (1998), for instance, showed that depending
on which modal is used (“can” vs. “must”), infer-
ences are drawn differently fast: When asked
about what can be the case, participants take
longer to answer affirmatively than to answer
negatively, but when asked about what must be
the case it is the other way around. Further,
Ferguson and Sanford (2008) showed that
modals in counterfactual conditionals can affect
interpretation of subsequent information. Finally,
Elgayam, Thompson, Wilkinson, Evans, and
Over (in press) showed that modals can be used
when reasoning with utility conditionals and decid-
ing whether an action should be taken or not. In fact,
the difference between asking for deontic states or
factual states is widely known in the psychological
literature (e.g., Beller, 2008; Bucciarelli &
Johnson-Laird, 2005). However, aside from the
above-mentioned studies, most of the research
about the difference between factual and deontic
reasoning has been done with Wason’s (1968) selec-
tion task where participants have to choose cards in
order to falsify or violate a rule (Beller, 2008;
Kilpatrick et al., 2007; Manktelow & Over, 1991;
see Cheng & Holyoak, 1985; Cosmides, 1989).

The role of modals in the consideration of excep-
tions in inference tasks has thus not received much
attention yet. To fill this gap, the aim of this study
is to investigate the effect of modals on the consider-
ation of exceptions in legal conditional reasoning.
Because of the implications of asking about
“should” or “will” we predict different answer pat-
terns depending on how the legal conditional is
phrased. If the legal conditional has the modal
“should” (deontic legal conditionals), people should
base their conclusions on their own sense of justice
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and feelings of moral outrage, ignoring the existence
of exceptions. This should reflect in the participants’
acceptance of a rule, given their preference of “p and
¢ over “p and nor ¢ (see Over et al, 2004).
However, if the legal conditional has the modal
“will” (factual legal conditionals), people should
base their conclusions on their knowledge about
what happens in the real world, leaving their own
sense of justice behind and considering exceptions.
This consideration of exceptions should be reflected
in the perceived frequency of cases of “p but nor ¢’
(cf. Geiger & Oberauer, 2007).

We tested our hypotheses in two experiments. In
the first experiment, participants were confronted
with legal conditionals incorporated in MP and
MT inferences. We varied the modal, the frequency
of exceptions' and the participants’ acceptance of the
rule (i.e., the relative preference of “p and ¢” over “p
and 7oz ¢”). In the second experiment, a different set
of participants was confronted with the same condi-
tionals as those in the first experiment, but the offen-
ders described in the legal conditionals were now
replaced by close others (family members and
friends), which people usually forgive more easily
and do not want bad things to happen to (e.g.,
Buckley, Chapman, Sheehan, & Cunningham,
2012; R. Fehr, Gelfand, & Nag, 2010;
McCullough et al., 1998). If one’s own deontic pre-
ferences influence only deontic conditionals, but not
factual conditionals, then putting close people as
offenders should affect conclusions for deontic
legal conditionals but not for factual ones.

EXPERIMENT 1

Method

Participants
A total of 42 participants took part in the exper-
iment. We excluded two participants from the

MODALS IN LEGAL CONDITIONAL REASONING

analysis because they afterwards reported to have
specialized knowledge of logic or about the
German penal code. The final sample consisted
of 40 participants (20 female), with a mean age of
23.7 years (SD=3.0). Half of the participants
received deontic legal conditionals, the other half
factual legal conditionals.

Material and design

The materials were selected through a large (V=
298) preliminary study via SoSci Survey (Leiner,
2014). In the first half of the preliminary study,
we measured the participants’ acceptance of legal
rules. Based on the proposal of Over et al. (2004),
participants were confronted with legal rules
together with their outcomes “¢ and ¢” and
“p and not ¢” (e.g., “A person kills another human
and is punished for manslaughter” and “A person
kills another human and is not punished for man-
slaughter”). In total we tested V=92 legal rules
but each participant received only 14-16 of them.
The participants’ task was to indicate their prefer-
ence for each of these two possible outcomes on a
scale from 1 (completely in _favour) to 7 (completely
against). We computed a participant’s acceptance
of a rule by dividing the ratings she or he gave for
the outcome “p and 7oz ¢” by the ratings for the
outcome “p and ¢”. The higher this quotient, the
more a participant accepted a rule.

In the second half of the preliminary study, par-
ticipants were asked to rate the frequencies of
exceptions for each rule. For this they were con-
fronted once more with the same rules and were
asked to rate in how many of 100 cases they
thought p (i.e., the offence) occurs, but without
the following ¢ (ie., the punishment; e.g.,, “A
person kills another human, but the person is not
punished for manslaughter. In how many of 100
cases do you think this is the case?”).

The offences we finally used for the conditionals
in the actual experiment were selected depending on

1Stri(:tly speaking, for deontic conditionals instances of p and -¢ are not exceptions, but violations (e.g., Beller, 2008, 2010). If
somebody kills somebody else but is not punished, this can be considered a violation of the manslaughter rule, for instance when

the lack of punishment is due to malpractice. However, for legal conditionals this is not always the case. Penal code includes
several instances that actually permit cases of p and -¢. For instance, if somebody is not punished for manslaughter because of self-
defence, it is not a violation to the manslaughter rule, but an exception. Given this peculiarity of legal conditionals, and in order to
facilitate readability, in this paper we use the word “exception” for both factual and deontic conditionals.
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Table 1. Legal conditionals used in Experiment 1, together with means (and standard deviations) for rule acceptance (RA) and frequency of

exceptions (EX) from the preliminary studies

Items RA (SD) EX (SD)
High RA, high EX (high-high)
1. If a person downloads child pornography, then this person should/ will be punished for 6.3 (1.5) 56.6 (27.9)
possession of child pornography.
2. If a person pollutes the soil and thereby harms animals, then this person should/ will be 5.4(2.2) 70.9 (24.9)
punished for soil pollution.
High RA, low EX (high-low)
1. Ifaperson abducts a human being in order to coerce a third person to commit an act, then 6.5 (1.3) 19.9 (17.4)
this person should/ will be punished for hostage taking.
2. Ifapersonkills another human, then this person should/ will be punished for manslaughter 5.8(2.1) 229 (22.1)
Low RA, high EX (low-high)
1. If a person downloads music from the internet without allowance, then this person 1.9 (2.2) 69.9 (34.7)
should/ will be punished for breaching the copyright law.
2. If a person participates in an illegal game of chance, then this person should/ will be 2.1(1.8) 62.2 (25.5)
punished for illegal gambling.
Low RA, low EX (low-low)
1. If a person kills another human because of the explicit and earnest request of the person 2.0 (2.3) 14.8 (21.6)
killed, then this person should/ will be punished for homicide upon request.
2. If a shop-owner opens his/ her shop without allowance on a Sunday, then this person 1.9 (2.0) 26.5 (26.3)

should/will be punished for breaching the Shop Closing Act.

the ratings obtained in both parts of the preliminary
study. We selected eight offences: two with high
acceptance rates and high frequency of exceptions,
two with high acceptance and low frequency of
exceptions, two with low acceptance and high fre-
quency of exceptions, and two others with low
acceptance and low frequency of exceptions. The
assignment to each category was corroborated stat-
istically. The list of the legal conditionals used in
the experiment together with their ratings from the
preliminary study can be found in Table 1.

For the experiment, each offence was phrased as a
legal conditional and was presented once in an MP
and once in an MT inference, creating a total of
16 problems. The conclusion was phrased as a ques-
tion. Thus the inference problems consisted of (a) a
legal conditional rule, (b) the fact p or non ¢ (for MP
and MT inferences, respectively), and (c) the ques-
tion about the conclusion, asking whether ¢ should
or will follow (for MP inferences) or whether p is
the case (for M T inferences). Half of the participants
got the problems with the modal “should” and the
other half with “will”. See Table 2 for an illustration.

Thus the experiment followed a 2 (modal: should vs.
will) x 2 (rule acceptance: high vs. low) x 2 (fre-
quency of exceptions: high vs. low) x 2 (inference:
MP vs. MT) mixed design. The modal was varied
as a between-subjects factor; all other factors were
varied within individuals.

We also created a generation and an evaluation
task. The generation task served as an additional
measure for the availability of exceptions. We pre-
sented participants the same eight offences from
the inference task and asked them to generate
reasons of why somebody who committed those
offences should/will not be punished (“A person
kills another human, but this person should/will
not be punished for that”). The modal used in
the generation task was the same as the one that
the participants had received in the inference
task. Following previous studies (see Cummins,
1995; Cummins et al., 1991; De Neys et al,,
2003a, 2003b) participants had 1.5 min to write
down as many reasons as they could think of.
After 10 s of inactivity, the 1.5 min ended
prematurely.
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Table 2. Structure of the problems used in Experiment 1 illustrated by the legal conditional of manslaughter

Modal Modus ponens

Modus tollens

Should R Ifaperson kills another human, then this person should R Ifa person kills another human, then this person should

be punished for manslaughter.
F A person kills another human.
C  Should this person be punished for manslaughter?
Will R
punished for manslaughter.
F A person kills another human.
C  WIill this person be punished for manslaughter?

If a person kills another human, then this person will be

be punished for manslaughter.

F A person should not be punished for manslaughter.

C Did this person kill another human?

R Ifa person kills another human, then this person will be
punished for manslaughter.

F A person is not punished for manslaughter

C Did this person kill another human?

Note: R = conditional rule; F = fact; C = conclusion.

In the evaluation task, participants were con-
fronted once more with the same eight offences
and were asked to indicate on a 7-point Likert
scale how morally outraged they were by each (1=
no moral outrage, 7 = high moral outrage). Since feel-
ings of moral outrage towards offences are an essen-
tial part of people’s sense of justice (Carlsmith &
Darley, 2008; Carlsmith et al., 2002; Darley, 2009;
Darley & Pitmann, 2003), we expected the moral
outrage ratings to correlate with the acceptance
ratings from the preliminary study.

Procedure

Participants were tested individually on a computer.
The experiment was presented with Cedrus
Superlab © 4.5 and was introduced as an exper-
iment on reasoning in law. The participants were
told that they will be confronted with general
rules that are embedded in specific situations and
that their task is to decide whether this rule shouid
(for participants in the deontic legal conditionals
condition) or will (for participants in the factual
legal conditional condition) be applied in the
given situation. Apart from the modal used for
describing the task, instructions were kept constant
across conditions. After one practice trial consisting
of two items with the legal conditional for tax aver-
sion (once as MP, once as MT), participants were
left alone in the experimental room. The two pre-
mises were presented on subsequent screens, and
participants could move to the next screen by press-
ing the space bar. The conclusion was always
phrased as a question and was written in red.
After reading this question, participants had to

answer on a 7-point Likert scale ranging from yes,
very certainly to no, very certainly not. The polarity
of the scale was reversed for half of the participants.
Between each problem, participants had the oppor-
tunity to take a break. After the inference task, the
two supplementary tasks were presented in random
order. After the experimental session, participants
were asked in an open interview about their knowl-
edge about logic and law.

Results

Inference task

For the MP inferences “yes, very certainly” answers
were scored with O points and “no, very certainly
not” answers with 6 points. The ratings in-
between were scored respectively with 1 to 5
points. For the MT inferences the opposite was
done. “No, very certainly not” answers were
scored with O points and “yes, very certainly” with
6 points. Again, the ratings in-between were
scored respectively with 1 to 5 points. These
scores were averaged separately for MP and MT
inferences and indicate the degree of rejection of
the logically valid conclusion. We call this the
“rejection rating”. The higher the rejection rating,
the less the MP or MT inferences were accepted.
The rejection ratings for MP and MT inferences
can be found in Figure 1.

A 2 (modal: should vs. will) x 2 (rule acceptance:
high vs. low) x 2 (frequency of exceptions: high vs.
low) x 2 (inference: MP vs. MT) analysis of
variance (ANOVA) on rejection ratings showed
a main effect of frequency of exceptions,
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Figure 1. Rejection ratings (0-6) for modus ponens and modus tollens inferences for deontic and factual legal conditionals in Experiment

1. Error bars represent standard errors.

F(1, 38) =14.06, p=.001, "qg = .270, a main effect
of rule acceptance, F(1, 38)=23.05, p<.001,
M2 =.378, and a main effect of inference,
F(1, 38)=21.69, p<.001, 1]]2) = .363. However,
the ANOVA also showed that the kind of inference
(MP vs. MT) interacted significantly with rule
acceptance, F(1, 38)=30.03, p <.001, n? = .441,
with the frequency of exceptions and tﬁe modal
auxiliary, F(1, 38)=6.73, p=.013, M2 = .15, and
marginally with the frequency ofP exceptions,
F(1, 38)=3.08, p=.087, 1]}2) =.075, and with the
modal auxiliary, F(1, 38)=3.128, p=.085,
1]12] = .076. Therefore we decided to analyse the
data from MP and MT inferences with two separate
2 (modal: should vs. will) x 2 (rule acceptance: high
vs. low) x 2 (frequency of exceptions: high vs. low)
ANOVAs. As can be seen in Figure 1, results for
MP and MT indeed differed.

For MP inferences we found main effects for
modal auxiliary, F(1, 38)=5.78, p=.021,
ng = .132, for rule acceptance, F(1, 38) = 43.988,

»<<.001, 1]}27 = .537, and for frequency of excep-
tions, F(1, 38)=20.021, p<.001, "r]f) = .345.
These effects were explained in terms of the
expected interactions between the modal auxiliary
and rule acceptance, F(1, 38)=7.62, p=.009,
"r]g = .167, and between the modal auxiliary and
the frequency of exceptions, F(1, 38)=12.51, p
=.001, 1]}2) = .248. On the one hand, the inter-
action between the modal auxiliary and frequency
of exceptions shows that the frequency of excep-
tions had a strong effect on factual legal condi-
tionals, but did not have any effect on deontic
legal conditionals: Whereas rejection ratings were
higher for factual conditionals with high frequency
of exceptions (M =2.34, D = 1.43) than for those
with low (M=1.16, SD=0.60), #19)=4.91,
p<<.001, 4 =0.81,> rejection ratings for deontic
conditionals with high (M=1.13, §D=1.05) and
low frequency of exceptions (M =0.99, SD=0.83)
did not differ, #19)=0.49, p=.428, 4=0.14
(Bonferroni adjusted alpha level, a=.025). On

2Standardized mean differences () were computed as described by Borenstein (2009).

1486 THE QUARTERLY JOURNAL OF EXPERIMENTAL PSYCHOLOGY, 2016, 69 (8)



Downloaded by [Universitaetshibliothek Giessen] at 01:25 12 April 2016

the other hand, the interaction between modal
auxiliary and rule acceptance shows that the effect
of rule acceptance on rejection ratings was higher
for deontic legal conditionals than for factual legal
conditionals: Although rejection ratings for condi-
tionals with low rule acceptance were always higher
than rejection ratings for conditionals with high
rule acceptance, this effect was higher for deontic
(M=188, §D=1.48 vs. M=0.24; SD=0.43;
respectively), /(19) =5.58, p <.001, 4=1.24, than
for factual conditionals (M =2.09, SD=1.13 vs.
M=1.41, 8D =0.95, respectively), #19)=3.58, p
=.002, d=0.64 (Bonferroni adjusted alpha level,
a=.025). All other effects were not significant
(all F<1.6, p> .21).

The ANOVA for the MT inferences did not
show any significant effects at all (all F<1.60,
p=.214).

Generation task

Two raters counted independently the amount of
exceptions generated by participants and also the
quality of each exception (p =.98 for the amount
of exceptions in general, p=.98 for amount of
factual, and p=.92 for the amount of deontic
exceptions). Exceptions describing cases of mal-
practice (e.g., not being caught, not being
accused, influences, etc.) were counted as factual
exceptions. Exceptions describing cases were an
offender should not be punished as a matter of
principle (e.g., lack of criminal liability) were
counted as deontic exceptions. We analysed the
amount of exceptions generated within a 2
(modal: should vs. will) x 2 (rule acceptance: high
vs. low) x 2 (frequency of exceptions: high vs.
low) ANOVA. We only found a main effect for
the modal auxiliary, F(1, 38)=4.55, p=.04;
1][2) =.107, and a main effect of the amount of
exceptions, F(1, 38)=5.25, p=.028; 1]}2) =.121.
Participants in the factual condition generated
more exceptions than participants in the deontic
condition (M=2.53, SD=1.28, vs. M =1.83, SD
=0.69, respectively). Despite not being a big differ-
ence descriptively, participants also generated more
exceptions for offences classified as having a low
frequency of exceptions than for offences classified
as having high frequency of exceptions (M =2.29,

MODALS IN LEGAL CONDITIONAL REASONING

§D=1.16, vs. M=2.06, SD=1.08, respectively).
We also found that the quality of exceptions dif-
fered depending on whether the participant was
confronted with deontic or factual legal condi-
tionals: While participants in the factual condition
generated in 53% of the cases factual exceptions,
participants in the deontic condition did this only
in 20% of the cases. Along the same lines,
deontic exceptions were more frequent in the
deontic condition than in the factual condition
(77% vs. 43%, respectively).

Moral outrage

We correlated the moral outrage ratings given to
offences in the inference task with the correspond-
ing rule acceptance ratings for the same offences
from the preliminary study. As expected, the
mean moral outrage ratings correlated with the
mean rule acceptance ratings. This was the case
for both the moral outrage ratings given in the
“should” condition, »=.95, p <.001, and the ones
in the “will” condition, r=.97, p<.001. The
more the participants accept a legal rule, the more
moral outrage they feel when this rule is broken.

Discussion

Results show that the modal auxiliary used in legal
conditionals affects the MP inferences drawn. If
the conditional is phrased with the modal auxiliary
“should”, participants seem to rely on their own
sense of justice and feelings of moral outrage:
Whereas for conditionals about severe offences par-
ticipants show very low rejection ratings (i.e.,
favouring that the offender should be punished),
for conditionals about mild offences—which they
do not accept—they show higher rejection ratings
(i-e., favouring that the offender should not be pun-
ished). This replicates the findings of Gazzo
Castafieda and Knauff (2015). However, the
effect is attenuated for conditionals phrased with
the modal “will”. For factual conditionals also the
frequency of exceptions matters. Whereas for con-
ditionals with a low frequency of exceptions partici-
pants show small rejection ratings (i.e., favouring
that the offender will be punished), for conditionals
with a high frequency of exceptions they show
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higher rejection ratings (i.e., favouring that the
offender will not be punished). Since this was the
case for both severe and mild offences, the modal
“will” seems to make people think that factual,
and not deontic, principles are asked for. This is
corroborated by the generation task, where factual
exceptions were much more present in the factual
condition than in the deontic condition. Yet, an
unexpected result was that the conclusions drawn
from factual conditionals were influenced not only
by the frequency of exceptions, but also by the par-
ticipants’ acceptance of the rule. One probable
explanation is that participants still followed their
own sense of justice to some extent. This is in
accordance with the results of Gazzo Castafieda
and Knauff (2015), where lay people were still
affected by their feelings of moral outrage even
although instructed to decide like a real judge.

Contrary to the results for MP inferences, those
for MT were not so straightforward. We expected
to find the same pattern of results as that for MP
inferences, but this was not the case. None of the
factors influenced the conclusions selected for
MT inferences. This is not the first time MT pro-
duces unexpected results (e.g., De Neys et al,
2003a; Johnson-Laird & Byrne, 1991; Singman,
Klauer, & Over, 2014). A common explanation is
that the negation in the MT inference makes the
task more difficult (De Neys et al., 2003a). In our
case, this higher difficulty might have led to more
logical errors, which might have covered the
effects of modals, exceptions and rule acceptance.
In fact, participants showed higher rejection
ratings for MT inferences (M=2.48, SD=1.45)
than for MP inferences (M=1.40, SD=0.97),
#39) =4.54, p <.001, 4=0.86.

An alternative explanation is that the higher
rejection ratings for MT inferences are because
participants were in some way led to assume that
p was the case although ¢ was not. According to
Sperber and Wilson’s (1995) principle of rel-
evance, people make inferences about the messages
they get assuming that the information is relevant
to them. In this way, the information given in our
MT inferences of somebody being not punished
(i.e., not-g) is only relevant if there are reasons
to assume that the person could have been

punished—for example, because the person actu-
ally committed the offence. So, if people think
that someone actually committed an offence, but
find out that the person is not punished, then
they should implicitly consider that some exception
occurred.

The idea that the negation in MT inferences
suggests that the antecedent is actually true, but
that some exception happened was already pro-
posed by Oaksford and Chater (2013) and tested
empirically by Bonnefon and Villejoubert (2007).
To test whether this explanation also applies for
legal conditionals, we conducted an online study
where participants (V=112) were confronted
with negated consequents of legal conditionals
(e.g., Sven is not punished for bodily injury) and
were asked to write down why somebody would
utter this sentence. While in only 7% of the cases
participants said that not-¢ was uttered because of
not-p, in 37% of the cases they said not-g was
uttered because p happened but some exception
occurred. In the remaining cases, participants did
not provide any concrete reasons for this utterance,
but, for example, described situations when such
sentence could be uttered leaving unclear whether
they thought p was the case or not (e.g., “after a
trial”).

Notwithstanding these results, it is still prema-
ture to conclude that conversational implicatures
are responsible for the high rejection ratings of
MT inferences that we found. Further studies are
necessary, especially to understand why we did
not find any effect of the frequency of exceptions
on MT inferences.

A last point we want to make is that participants
generated slightly more exceptions in the gener-
ation task for conditionals with a low frequency of
exceptions than for conditionals with a high fre-
quency of exceptions. Although we did not expect
that, this mismatch between amount and frequency
of exceptions is not new. For instance, Geiger and
Oberauer (2007) show that, although often corre-
lated, the amount of exceptions and the frequency
of exceptions do not always lead to the same
effects (cf. Fernbach & Erb, 2013). There may be
exceptions that happen often (e.g., self-defence or
necessity) and exceptions that happen less often
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(e.g., being coerced by threats to life and physical
integrity). It is important to keep this difference
in mind especially when dealing with legal condi-
tionals. When asking whether an offender will be
punished or not, it is necessary to know how
often exceptions occur and not how many different
exceptions may exist. We discuss this point further
in the General Discussion.

EXPERIMENT 2

In Experiment 1 we showed that people follow
their own sense of justice when reasoning with
deontic legal conditionals, but that this can be atte-
nuated by changing the modal auxiliary into wi/.. In
Experiment 2 we tested one further implication of
using different modals in legal reasoning. If
“should” prompts following one’s own deontic pre-
ferences, and “will” prompts using one’s knowledge
about what happens in the real world, then it
should be possible to introduce experimental
manipulations that affect only inferences for
either deontic or factual legal conditionals. Along
these lines, in Experiment 2 we presented the
offenders as people we love (i.e., family members
or best friends). People are usually more forgiving
and caring with those they are close with and
whom they like (e.g., R. Fehr et al., 2010;
McCullough et al., 1998; Sprecher & Fehr, 2005)
and do not want them to be hurt or in danger
(e.g., Buckley et al., 2012; see also Swann et al.,
2014). Consequently presenting the offender as
someone close should affect deontic legal condi-
tionals by making people less strict than when
deciding about a random person (as they did in
Experiment 1). However, it should not affect
factual conditionals, because the relationship one
has with an offender does not influence what actu-
ally happens in the real world (e.g., events involving
police, judges, penal code, etc.).

Method

Participants
A total of 42 students participated in the exper-
iment. All participants with academic knowledge
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about law or formal logic were excluded. The
final sample consisted thus of 40 participants (20
female). Half of the participants received deontic
legal conditionals, the other half factual legal
conditionals.

Material, design, and procedure

Experiment 2 was constructed as Experiment 1,
with the only difference that the offender in the
second premise was specified as being one’s
mother, father, best friend (either female—in
German: “beste Freundin”, or male—in German:
“bester Freund”). Which offence was paired with
which relative was selected randomly for MP and
MT inferences. We made sure that family
members and friends were distributed uniformly
among all offence categories. As an illustration:

If a person kills another human, then this person should/will be
punished for manslaughter.

Your father killed another human.
Should/Will your father be punished for manslaughter?

As in Experiment 1, participants had to solve in
addition to the inference task a generation task
and a moral outrage task. The offenders in these
supplementary tasks were also family members
and friends.

Results

Inference task

As in Experiment 1, we transformed the conclusion
ratings into rejection ratings and analysed them in a
2 (modal: should vs. will) x 2 (rule acceptance:
high vs. low) x 2 (frequency of exceptions: high
vs. low) x 2 (inference: MP vs. MT) ANOVA.
We found main effects of rule acceptance, F(1,
38)=20.93, p <.001, 1][2) = .355, and of frequency
of exceptions, F(1, 38)=32.93, p<.001,
n% = .464, but also interactions between inference
and rule acceptance, F(1, 38)=4.74, p=.036,
m? = .111, between inference, rule acceptance,
and modal, F(1, 38) =11.51, p=.002, 'r]g = .232,
and between inference, rule acceptance, and fre-
quency of exceptions, F(1, 38)=8.00, p=.007,
n% = .174. Because of these interactions we con-
tinued analysing the data in two separate 2
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(modal: should vs. will) x 2 (rule acceptance: high
vs. low) X 2 (frequency of exceptions: high wvs.
low) ANOVAs for MP and MT inferences.

For MP inferences we found a main effect
of rule acceptance, F(1, 38)=22.95, p<<. 001,
M2 = .373, a main effect of frequency of exceptions,
(1, 38)=9.99, p=.003, nf) =.208, and an inter-
action between rule acceptance and modal auxiliary,
F(1,38)=7.25,p=.01, ’r]g = .160. The interaction
between modal auxiliary and rule acceptance shows
that rule acceptance affected deontic legal condi-
tionals, but not factual legal conditionals:
Whereas rejection ratings for deontic conditionals
were higher for low (M=2.44, $D=1.39) than
for high acceptance rules (M =1.04, SD=0.95), ¢
(19)=4.25, p<.001, 4=1.16, for factual condi-
tionals this effect did not reach the Bonferroni
adjusted alpha level of .025, #(19) =2.13, p=.046,
d=0.44 (M=1.96, SD=0.95, vs. M=1.58, SD=
0.79, respectively). In fact, the rejection ratings
we found for deontic legal conditionals were gener-
ally higher than the corresponding ones from
Experiment 1, showing that participants are
tended to punish less when offenders are close rela-
tives. We confirmed this observation by comparing
the mean rejection rating of deontic MP inferences
in Experiment 2 (M =1.74, §D = 0.93) with that in
Experiment 1 (M=1.06, SD=0.87), #38)=2.39,
p=.022, d=0.76. All other effects, including the
interaction between modal auxiliary and frequency
of exceptions, were not significant (all Fs <1.51,
ps=.227).

The ANOVA for MT inferences showed a main
effect of rule acceptance, F(1, 38) =7.827, p=.008,
nﬁ = .171, a main effect of frequency of exceptions,
F(1,38)=24.22, p<.001, "r]f, = .389, and an inter-
action between both factors, (1, 38)=10.632, p
=.002, ”r]ﬁ = .219. All other effects were not signifi-
cant (Fs < 1.85, p>.181). The interaction shows
that frequency of exceptions affected conditionals
with highly and little accepted rules differently. For
highly accepted rules frequency of exceptions did
not affect inferences: Participants show low rejection
ratings for offences with high (M =1.41, SD=1.16)
and low (M =1.05, §D =1.47) frequency of excep-
tions, concluding that if an offender is not punished
(not ¢), then this offender probably did not commit

an offence (not p), #39)=1.49, p=.144, d=0.27.
However, for little accepted rules the frequency of
exceptions mattered: If the offence had only a low
frequency of exceptions, participants showed lower
rejection ratings (M =1.00, SD=1.15) than when
the offence had a high frequency of exceptions (M
=2.40, SD=1.82), A39)=5.81, p<.001, 4=0.87
(Bonferroni adjusted alpha level, a=.025). For
better comparisons we plotted the rejection ratings
for deontic and factual legal conditionals together
(since we found no effect of modals) and compared
them with the corresponding rejection rates for
MT in Experiment 1. A 2 (frequency of exceptions:
high vs. low) x 2 (rule acceptance: high vs. low) x 2
(experiment: 1 vs. 2) ANOVA confirmed our initial
analysis: A main effect of experiment shows that
participants indeed accept MT inferences more
when the offender is a close relative than when
the offender is not specified, F(1, 78)=12.66, p
=.001, m?>=.14, and a three-way-interaction
between ail factors confirms that the interaction
between frequency of exceptions and rule acceptance
is unique for Experiment 2, F(1, 78)=6.316, p
=.014, "r]f, = .075 (all other effects were explained
by the three-way interaction or were not significant).

Generation task

As in Experiment 1, two independent raters coded
the amount and quality of exceptions generated (p
=.99 for the amount of exceptions in general, p
=.96 for amount of factual exceptions, and p =.92
for the amount of deontic exceptions). The
amount of exceptions was analysed within a 2
(modal: should vs. will) x 2 (rule acceptance: high
vs. low) x 2 (frequency of exceptions: high vs.
low) ANOVA. We found only an interaction
between modal auxiliary and rule acceptance, F(1,
38)=9.48, p=.004, "r]§ = .2. Participants in the
deontic condition generated slightly more excep-
tions for low than for high acceptance rules, while
participants in the factual condition showed a
trend in the opposite direction. However, pairwise
t-tests did not reach the Bonferroni adjusted
alpha level of a=.025 [/19)=2.40, p=.027, d=
0.32; #19) =2.09, p=.050, d=0.38, respectively].
Yet, as in Experiment 2, participants in the
factual condition generated in 65% of the cases

1490 THE QUARTERLY JOURNAL OF EXPERIMENTAL PSYCHOLOGY, 2016, 69 (8)



Downloaded by [Universitaetshibliothek Giessen] at 01:25 12 April 2016

factual exceptions and only in 33% of the cases
deontic exceptions. For participants in the deontic
condition it was the other way around (75%
deontic exceptions and 22% factual exceptions).

Moral outrage

Moral outrage ratings given to offences in the infer-
ence task correlated with the corresponding rule
acceptance ratings for the same offences from the
preliminary study (r=.91, p=.002 for the corre-
lation between the moral outrage ratings given in
the “should” condition, and »=.93, p=.001 for
the ones in the “will” condition).

Discussion

Our results once more show that the modal auxili-
ary affects the conclusions drawn from legal condi-
tionals. For MP inferences, when asked whether an
offender should be punished or not, people gener-
ally decide that severe offences should be punished

and minor offences not. However, the effect is

Modus Ponens
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attenuated when the modal auxiliary is changed to
“will”. In addition, in Experiment 2 we show that
the impact of rule acceptance on punishment
decisions also depends on the relationship with
the offender. People are less severe when the offen-
der is a close relative, probably because they do not
want somebody they like to be punished.

When we started this research we thought that
describing offenders to be close people should
only affect inferences for deontic legal conditionals,
but not for factual legal conditionals. Yet, the
present results show that the relationship with the
offender also influenced inferences for factual
legal conditionals. As shown in Figure 2, different
to the results found in Experiment 1, the frequency
of exceptions only affected factual legal conditionals
with highly accepted rules. When the conditional
contained a little accepted rule, participants did
not differentiate between offences with high or
low frequency of exceptions. On the contrary,
they also decided that for offences with a low fre-
quency of exceptions the offender will not be pun-
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Figure 2. Rejection ratings (0~6) for modus ponens and modus tollens inferences for deontic and factual legal conditionals in Experiment

2. Error bars represent standard errors.
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ished. Although unexpected, this result can be
explained if we consider that frequency of excep-
tions was calculated in the preliminary study of
Experiment 1 by asking participants about the
frequency of exceptions for an unspecified person
(“A person kills another human, but the person is
not punished for manslaughter. In how many of
100 cases do you think this is the case?”). It is poss-
ible that when participants are told that it was a
close relative who committed the offence—and it
is a mild and therefore understandable offence—
they calculate the probability of being punished
differently, assuming that the relative’s offence
will be one of the few exceptional cases where no
punishment follows. As Fernbach and Erb (2013)
postulated, the power of an antecedent in predict-
ing the consequent depends on the context. This
could also explain why in the generation task we
did not find the mismatch between frequency of
exceptions and amount of exceptions found in
Experiment 1. Given that the frequency of excep-
tions estimations were calculated in the preliminary
study by asking about an unspecified person, and
the generation task asked to generate exceptions
for one specific close person (e.g., Your best
friend killed another person but should/will not
be punished for that. Why?), it could be that this
mismatch covered any advantage of frequency
over amount of exceptions.

Contrary to Experiment 1, participants only
seldom rejected MT inferences, suggesting that
when the offender is someone close, the negated
consequent stated in MT inferences does not
suggest the existence of exceptions. We explain
these results by remarking that people normally
do not believe that beloved people commit regret-
table actions. Because of this, when people hear
that a beloved person is not punished, they do
not conclude that he or she committed an offence
and that some exception happened. Instead, they
simply conclude that he or she did not commit
the offence. Only if the offence is mild, and
people know that a lot of exceptions exist, people
can imagine that the offence was committed but
that an exception occurred (as suggested by the
elevated rejection rates for conditionals with little
accepted rules and high frequency of exceptions).

GENERAL DISCUSSION

The aim of this research was to investigate whether
the modal auxiliary used in the legal conditional
influences the conclusions that participants draw.
Our results show that for MP inferences it does.
On the one hand, if the modal auxiliary is
“should”, and the inference asks whether an offen-
der should be punished, then the own sense of
justice of the reasoner—operationalized in the
acceptance of the legal rule—predicts the con-
clusion that participants choose. On the other
hand, if the modal auxiliary is “will”, then the fre-
quency of exceptions predicts the conclusions that
participants choose, at least when there is no close
relationship to the offender. For MT inferences
our results were not homogeneous. In Experiment
1, MT inferences were only seldom endorsed,
probably because the negated consequent in M'T
suggested the existence of exceptions. However,
in Experiment 2—when the offender was described
as a relative or friend—participants endorsed more
often the MT inferences concluding that if the
offender is not punished, then the offender did
also not commit the offence. Only in the case
where the offence is mild and susceptible to excep-
tions do participants conclude that the offender
might have committed the offence.

Our results are important for several reasons.
First, they show the significance of linguistic
factors in reasoning. We showed that the way a
conditional rule is phrased affects which kind of
information is used for reasoning and which con-
clusions are drawn. We are not the first ones to
highlight the importance of linguistic factors in
the psychology of reasoning. For example,
Schmeltzer and Hilton (2014) showed that the
pragmatic implications of the antecedent influence
the conclusions that participants draw. Similarly—
and also in accordance with our results—Bonnefon
and Villejoubert (2007) showed that the negated
consequent in MT inferences suggests the existence
of exceptions. There are many different kinds of
conditionals in the literature—for example, causal
conditionals, conditionals describing threats, tips
and promises (see Dieussaert, Schacken, &
d’Ydewalle, 2002), or consequential conditionals
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describing outcomes (Bonnefon & Hilton, 2004),
making clear how important it is to track their
different formulations when making predictions
about how people reason with them. The distinc-
tion between deontic and factual conditionals is
especially relevant. As we have shown for legal
reasoning, deontic and factual conditionals activate
different system of rules: While the former activates
the moral system, the latter activates the knowledge
about the real world. Some might argue that our
factual conditionals were still deontic in certain
way because they still represented some kind of
rule. We agree with that. However, instead of
weakening our arguments, this criticism supports
our hypothesis about the relevance of modals in
reasoning: Although the content was in both
cases somewhat deontic, the different modals
used in order to express the rule made participants
draw different conclusions.

Second, the results of Experiment 1 show that
the best predictor for factual legal conditionals
was the frequency of exceptions and not the
amount of different exceptions per se. Although
in some studies merely the amount correctly
predicted the inferences that participants draw
(e.g., De Neys et al., 2003a), this seems not to be
always the case. In legal reasoning, when trying to
predict whether a person will be punished or not,
it matters how probable this is—in other words,
how often this will happen—and not how many
different causes may exist in principle for not pun-
ishing somebody. As Fernbach and Erb (2013)
proposed, the power of the antecedent in predicting
the consequent does not only depend on the
amount of exceptions, but also on how relevant
they are, and in this way—we think—also on
how often they occur. The amount of generated
exceptions is not always a good predictor because
—when measured as in most studies by giving par-
ticipants 1.5 minutes to generate—we do not know
how often participants think each exception occurs
or how easy it was for them to retrieve them. In
generation tasks we can say that the first generated
exception is probably also the most frequent one for
this very specific conditional; however, we cannot
compare the frequency of exceptions across condi-
tionals. It is necessary to conduct further studies
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to disentangle the relative importance of these
factors in order to be able to understand their
relationship and influence on conclusions. If
further studies corroborate the results found in
this paper, then in a next step we could let partici-
pants assign probabilities to the premises and
conclusions of legal conditionals and test how far
probabilistic accounts can explain our results (cf.
Evans, Thompson, & Over, 2015; Oaksford &
Chater, 2007; Singmann et al., 2014).

Third, our results support recent studies on the
“new paradigm” of cognitive psychology showing
that the distinction between reasoning and decision
making is artificial (Evans, 2012). The fact that the
acceptance of the rule—computed by the prefer-
ence for different outcomes—and the relationship
to the offender influenced participants’ conclusions
shows how strongly interrelated decision making
and reasoning are. Participants use their subjective
gains and losses in reasoning tasks to decide
whether they agree or not with a given conclusion.
It may be that in former studies, focused on “disin-
terested” conditionals (Bonnefon, Girotto, &
Legrenzi, 2012; p. 28), utilities might not have
played such a big role, but nowadays in the new
psychology of reasoning—which deals with every-
day reasoning—utilities are important (e.g.,
Bonnefon, 2009, 2012; Bonnefon et al., 2012;
Oaksford & Chater, 2007). This is the case
especially when dealing with conditionals of high
societal relevance such as legal conditionals. For
instance, one could try to implement Oaksford’s
and Chater’s (2007) decision theoretic approach
on deontic reasoning in our tasks. Although
Oaksford and Chater (2007) apply their approach
mainly to the deontic selection task, the idea of
assigning utilities to the different outcomes of a
rule can be interesting also for our studies. This is
especially  considering the distinction that
Oaksford and Chater make with respect to factual
and deontic conditionals: Whereas reasoning with
the former can be explained by probabilities, the
latter can be explained by utilities (Oaksford &
Chater, 2007, 2009; see also Over et al., 2004).

One point that needs further investigation is the
results for the MT inferences. In Experiment 1 we
argued that according to the principle of relevance
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(Sperber & Wilson, 1995) the categorical of MT
inferences (in our case: “The person should/will
not be punished for offence X”) makes people
aware of exceptions. The utterance denying that
person is punished is only relevant if there are
reasons for thinking that the offender could be
punished but some exception occurred (e.g., not
being caught, having some legal justifications). If
this conversational implicature (see Grice, 1975)
of legal MT inferences is correct, then it is
necessary to (a) reinterpret existing data on MT
endorsement, and (b) conduct further studies to
identify moderators of this effect. According to
Experiment 2, a possible moderator could be a
person’s personal commitment to the conditional.
The denial of the consequent enhances people’s
thought of exceptions only if there are no personal
pragmatic implications in conflict with it. When
people do not want to believe that the antecedent
is true (here: someone close doing something they
dislike) then hearing that the consequent is not
the case fulfils their expectations, making them
conclude that the antecedent is not true. In other
words, the motivation to conclude that the antece-
dent is not the case might bring people to ignore
exceptions and thereby endorse the classically
correct conclusion to MT. All in all, further
studies are necessary to fully understand the role
of conversational implicatures on reasoning and
especially on MT.

Another task for the future is to investigate the
influence of other modals on legal reasoning. For
example, the modal “may” could make people
more liberal given that rules containing such
permission modals are often labelled as weak rules
(Beller, 2008). On the contrary, strong rules as
such containing the necessary modal “must”
(Beller, 2008) could make people more
conservative. It would also be interesting to test
whether the effect of phrasing also applies in
other domains besides legal reasoning. We can
imagine modals also influencing reasoning with
everyday rules like the rules a mother gives to her
child (e.g., “If you tidy your room, you may go
outside to play”; see Manktelow & Fairley, 2000;
Manktelow & Over, 1991) or rules from a work

environment (e.g., “If an employee works on

the weekend, then that person gets a day off
during the week”; see Gigerenzer & Hug, 1992;
Kilpatrick, 2009).

Finally, in further studies the consequent of the
legal conditionals could be made more precise. In
the present study we always used the word “punish-
ment” in the consequent, which can have different
meanings, from a fine, to life imprisonment, or
even to the death penalty in some countries. We
can imagine that pairing legal conditionals with
very lenient or very harsh consequents may affect
inferences. For instance, if a deontic legal con-
ditional is paired with a too lenient consequent
(e.g., “If a person kills another human, then this
person should be punished with a fine”), or with a
too harsh one (e.g., “If a person steals, then this
person should be punished with life imprison-
ment”) people might refuse to draw MP con-
clusions although they are against the committed
offence. The same could happen with factual legal
conditionals: If the consequent does not describe
what is believed to be the usual punishment for a
given offence, then people might also refuse to
endorse MP.

In sum, our results corroborate the complexity of
human reasoning. Contrary to the assumptions of
classical logic, the way people interpret and reason
with conditionals often depends on its content,
on the personal relevance the rule has, and on its
linguistic phrasing. In some cases people may
consider their own inner values when drawing
conclusions; however, in other cases factual infor-
mation about exceptional situations can be more
important and take precedence. It is necessary to
keep in mind these differences when trying to
predict how people understand and hence what
they infer from if-then conditional rules.
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